
Aladdin: Optimized Maximum Flow Management
for Shared Production Clusters

Abstract—The rise in popularity of long-lived applications
(LLAs), such as deep learning and latency-sensitive online Web
services, has brought new challenges for cluster schedulers in
shared production environments. Scheduling LLAs needs to
support complex placement constraints (e.g., to run multiple
containers of an application on different machines) and larg-
er degrees of parallelism to provide global optimization. But
existing schedulers usually suffer severe constraint violations,
high latency and low resource efficiency. This paper describes
Aladdin, a novel cluster scheduler that can maximize resource
efficiency while avoiding constraint violations: (i) it proposes
a multidimensional and nonlinear capacity function to support
constraint expressions; (ii) it applies an optimized maximum flow
algorithm to improve resource efficiency. Experiments with an
Alibaba workload trace from a 10,000-machine cluster show that
Aladdin can reduce violated constraints by as mush as 20%.
Meanwhile, it improves resource efficiency by 50% compared
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I. INTRODUCTION

Long-lived applications (LLAs), including deep learning

[1], streaming [2], and latency-sensitive online Web appli-

cations [3] are increasingly running on container-based pro-

duction clusters [4]. Each LLA comprises one or more long-

lived containers to encapsulate hardware resources (e.g., CPU

and memory), and these containers are allocated and used for

durations ranging from hours to months [5]. In this context,

cluster schedulers face the challenges of more complex place-

ment constraints [6] and larger degrees of parallelism (e.g.,

to augment the capabilities of applications by 100 on 11.11

e-commerce holiday [7] or Black Friday [8]). Prior efforts

primarily focus on short-lived applications (e.g., MapReduce

batch jobs, In-memory Spark querying) to guarantee low

latency [5, 9–11]. However, these approaches may suffer

severe constraint violations and high latency for LLAs. For

example, Medea [6] reveals that constraint-oblivious methods

incur high latency compared with constraint-aware ones by up

to 3.9× for the 99th percentile. This means enterprises would

lose billions of dollars in annual advertising revenues [12] if

online applications are crucial and latency-sensitive, such as

Google Search.
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Nowadays, about 35% of the clusters at Microsoft are

used exclusively for LLAs [6]. If schedulers cannot express

constraints well, large-scale enterprises like Alibaba should at

least double the size of their clusters by paying extra tens

of million dollars per years [13]. In the Alibaba trace, LLA

constraints mainly include anti-affinity and priority. We find

that nearly 70% of LLAs have anti-affinity constraints, which

means containers within or across applications should run on

different machines for performance or reliability requirements

[14, 15]. In addition, approximately 15% of containers should

meet priority constraints, and a container with a high priority

can preempt those with low priorities in the case of placement

conflicts [16–18]. Recently, two novel studies were proposed

to address the challenges of complex placement constraints. As

shown in Figure 1, Firmament [9] can support LLAs by multi-

round flow-based scheduling with a timeout mechanism [16].

However, it may encounter continuous conflicts and result

in low scheduling quality, which indicates that the cluster

needs more resources for those unscheduled tasks. Medea [6]

presents an integer linear program (ILP) approach to balance

resource efficiency and constraint violations by varied weights,

but it could tolerate a few violated constraints if the weighted

values are not optimized. A vast amount of research effort has

argued that the weight optimization problem is very difficult

to solve [16–18].

Despite these observations, support for LLAs in existing

schedulers remains rudimentary. We describe the design and

implementation of Aladdin to schedule LLAs. Our key con-

tributions are as follows:

• We propose a multidimensional and nonlinear capacity

function based on a flow network model to express anti-

affinity and priority constraints.

• We design an optimized maximum-flow algorithm to

achieve high-quality placements and global objectives,

especially when massive LLAs arrive simultaneously.

• We compare our approach to state-of-the-art schedulers

with an Alibaba workload trace. Our experiments show

that Aladdin reduces constraint violations by as much as

20% and improves resource efficiency by 50%.

The rest of this paper is organized as follows. Section II

presents the problem statement and our analysis, and Section
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(a) Container requirements (b) Firmament scheduling (c) Medea scheduling

Fig. 1: Three containers, one S0 and two S1, arrive at the same time. Each container of S1 has a higher priority, and

it is not recommended to be deployed with S0 on the same machine because of anti-affinity constraints. (a) shows the

resource requirement for each container. (b) shows the scheduling result of Firmament, S0 is unscheduled to avoid anti-affinity

constraints, although it is rescheduled many times. (c) shows the scheduling result of Medea. In order to minimize the number

of used machines, it violates an anti-affinity constraint since containers S0 and S1 run on the same machine.

III provides the design of Aladdin. Section IV depicts a

detailed overview of our maximum flow algorithm. We report

the evaluation of our approach in Section V, followed by a

discussion of the related work in Section VI. Finally, Section

VII concludes our work and points out the future direction.

II. PROBLEM STATEMENT AND ANALYSIS

A. Problem Statement

A cluster consists of fully interconnected machines, each

of which can host various LLAs. An LLA comprises sev-

eral instances (e.g., Tensorflow, Mysql) running in isolated

containers. A container is configured with a certain amount

of computing resources. When 11.11 e-commerce holiday [7]

or Black Friday [8] is approaching, companies will augment

the capabilities of applications by about 100× by scheduling

massive LLAs in parallel.

When scheduling LLAs, Aladdin satisfies all placement

constraints (anti-affinity and priority) instead of tolerating a

few constraint violations in Medea [6]. In this context, some

containers belonging to the same application should be placed

on different machines to decrease the downtime likelihood

in case of hardware failures [19]. We call this anti-affinity
within an application. Conversely, anti-affinity across ap-
plications means two LLAs should not be deployed on the

same machine to avoid critical performance interference. In

addition, all containers are classified by different priorities, and

schedulers should limit resource provisioning for low-priority

containers to avoid affecting high-priority ones. This means if

two containers which are competing for bottleneck resources

arrive at the same time, we should deploy the high-priority

one first.

Hence, Aladdin is designed to meet the following global

objectives:

• Placement constraint expression. Anti-affinity and pri-

ority should be expressed to avoid any constraint viola-

tions within or across LLAs.

• Resource efficiency. The resource utilization in pro-

duction clusters should be improved by minimizing the

number of used machines.

• Acceptable placement latency. The latency of placement

decisions should be limited to sub-seconds.

B. Problem Analysis

For given machines, we can reduce the scheduling of LLAs

to a flow network problem [20]. A typical application of

this problem involves how to find the best delivery route

from a factory to a warehouse where the road network has a

limited capacity. Further, we propose an optimized maximum

flow algorithm by replacing factories with containers and

warehouses with machines.

A maximum flow algorithm takes a directed flow network

G = (V,E) as input. Each edge (i, j) ∈ E connects two given

vertices i, j ∈ V . Each vertex v ∈ V has a multidimensional

and nonlinear capacity, denoted by c(i, j). In this case, there

are two distinct vertices in the flow network: a source s ∈ V
and a sink t ∈ V . If we find a path s → v → t without

exceeding capacity constraints on any edges, we call it a flow.

Formally, a flow in G is a function f : V×V → R that satisfies

the capacity constraint (Equation 1) and the flow conservation

(Equation 2).

0 � f(i, j) � c(i, j) (1)

∑
v∈V−{s,t}

f(i, j) =
∑

v∈V−{s,t}
f(j, i) (2)

A maximum flow algorithm like SPFA [21] routes the flow

from source s to sink t until f(i, j) = 0. But the algorithm

faces the two following challenges when scheduling LLAs:

• How to distinguish tasks with different priorities (III.B)

• How to express anti-affinity constraints (III.C)
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Fig. 2: Aladdin design

III. ALADDIN DESIGN

In this section, we depict the flow network structure used

in Aladdin. Then, we describe the design in order to find a

flow in terms of priority and anti-affinity.

A. Flow Network Structure

Unlike Firmament [9] that uses a one-dimensional and linear

function capacity, Aladdin designs a multidimensional and

nonlinear capacity function to express placement constraints.

As shown in Figure 2, the container manager (CM) submits

LLA containers at the same time. Each submission comprises a

priority wn, a resource requirement description cn and a LLA

tag an. The machine manager (MM) collects machine runtime

statuses including anti-affinity constraints pm, deployed con-

tainers dm, available resources cm, rack names rm and cluster

names gm. The scheduler manager (SM) then solves the flow

network constructed from the outputs of CM and MM.

In the flow network, we introduce application vertices Ai,

cluster vertices Gi and rack vertices Ri to reduce the total

edges from O(|T | · |N |) to O(|T |+ |A| · |R|+ |N |), which can

optimize the placement latency significantly. For example, if

we have 100,000 containers and 10,000 machines in a cluster,

the latency would be up to several seconds. We observe that

all the containers belong to only 13,056 different applications.

Then the placement latency can be reduced to hundreds of

milliseconds because the number of edges is only about 300

thousands rather than 1 billion.

B. Supporting Priority

There are two mechanisms (preemption and migration) to

increase the flow in the maximum flow theory, but neither of

them is aware of priority constraints.

As shown in Figure 3(a), suppose that containers A and B
cannot be deployed on the same machine, noting that container

A has a higher priority and container B needs more resources.

Since the typical maximum flow algorithm is unaware of

priority constraints, container B can preempt container A.

This preemption implies that a high-priority container could

be preempted by a low-priority one to increase the flow.

Based on these observations, we introduce the weighted

flow wkf(i, j) for high-priority containers to increase the net-

work flow. This mechanism ensures high-priority ones cannot

(a) Preemption mechanism

(b) Migration mechanism

Fig. 3: Two mechanisms to increase flows

be preempted. We classify the priorities of all containers using

Equation 3, while its output are containers with the same

priority wk. Then, we set the default weight w1 to 1 for

the lowest priority containers (Equation 4). We calculate the

weighted values wk for high-priority containers according to

Equation 5, which can guarantee the weighted flow wkf(i, j)
of a high-priority container is larger than any lower-priority

ones.

x(i) = {vx, vy, ...} , vx, vy ∈ V (3)

w1 = 1 (4)

wi+1 � minimize(x(i+ 1))

maximize(x(i))
, i ≥ 1 (5)

Figure 3(b) describes the migration mechanism. We assume:

(1) container A has a higher priority, and containers A and B
cannot be deployed together; (2) container A is now running

on machine M , but container B can only be deployed to

machine M ; and (3) container A can run on both machines.
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In this case, the low-priority container can preempt a high-

priority one, since the latter can migrate from M to N . Both

containers are deployed using the maximum flow theory. We

can obtain the expected result during the scheduling of the

LLAs although the theory is unaware of priority constraints.

Thus, we decided to follow it.

C. Supporting Anti-affinity

Capacity c(i, j) in the maximum flow theory can be denoted

as N-tuples (x1, x2, · · · , xn) [21, 22], and every element in

this tuple is a linear function. As shown in Figure 4, all edge

capacities in Aladdin are infinite except those from s to Ti (

as c(s, Ti)) and from Nj to t (as c(Nj , t)). In this context, it

is a new flow when Equation 6 is satisfied, where the symbol

≤ means the resource requirement of container Ti is less than

the resource provisioning of machine Nj .

Fig. 4: Non-linear set-based function to support anti-affinity

c(s, Ti)(x1, x2, ..., xn) � c(Nj , t)(x1, x2, ..., xn) (6)

However, it is difficult to express anti-affinity constraints by

a linear function. We use a non-linear function based on the

set theory to support anti-affinity. The symbol ≤ is extended to

represent c(s, Ti) ∈ c(Nj , t). As shown in Figure 4, we have a

mandatory requirement that containers T1 and T2 should run

on different machines, denoted by an anti-affinity constraint

p = {T1, T2, 0}. After we find the network flow from T1 to N1,

N1 updates its deployed container status to d = {T1}, which

implies that T2 is added to the blacklist of N1 according to

the anti-affinity constraint p = {T1, T2, 0}. Then, we continue

to search new network flows and we cannot deploy container

T2 to machine N1 by Equation 7 and Equation 8, even if the

latter has enough resources.

Equation 7 gives a blacklist of containers for machine Ni,

whereas Equation 8 ensures container Tj can be deployed if

it is not in the blacklist of machine Ni.

blacklist(Ni) = p.get(key), if∀key ∈ d (7)

deployed(Ti) =

{
1, Ti /∈ blacklist(Ni)

0, Ti ∈ blacklist(Ni)
(8)

IV. SCHEDULING LLAS

Our goal is to deploy as many LLAs as possible to maximize

resource efficiency and gain acceptable placement latency. We

maximize Equation 9 by subjecting it to all the properties from

Equation 1 to Equation 8. The previous section describes how

to find a network flow in terms of priority and anti-affinity to

improve resource efficiency. In this section, we present two

methods to reduce placement latency, and then describe the

algorithm and its implementation.

Maximize
∑

(i,j)∈E
wkf(i, j) (9)

A. Reducing Search Space

Placement latency depends on the number of explored paths.

Here, a path means an attempt from source vertex s, through

Ti, Aj , Gk, Rx, Ny to sink vertex t, as shown in Figure 4. We

use two techniques to reduce placement latency, as displayed

in Figure 5.

(a) Isomorphism limiting

(b) Depth limiting

Fig. 5: Two techniques to reduce placement latency

The first is isomorphism limiting (IL). All containers Ti

belonging to the same application A have the same resource

requirement. Here, we call this isomorphism. If the path from

Ti to sink vertex t is invalid because of insufficient resource

provisioning, we cannot find other valid paths from any other

containers Tj of the same application A. So, we can limit

the search space of paths when an invalid path is found. As

shown in Figure 5(a), application A consists of containers

T1, T2, · · · , Ti with the same resource requirements. The ca-

pacities of paths from source s to containers T1, T2, · · · , Ti are

equal. If Aladdin cannot find a valid flow from container T1

to machine N1 through vertices A, G, R, the other containers

T2, · · · , Ti cannot be deployed. Then Aladdin will skip the

searching of containers T2, · · · , Ti to N1.
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The second is depth limiting (DL). When we find a valid

path from vertex Ti to vertex Nj , we certainly cannot find

another valid path to increase its flow by Equation 6. Thus,

we do not need to continue searching in this case. As shown

in Figure 5(b), the upper bound of the flow in the path from

container T1 to machine N1 is determined by the capacity of

edge {T1, A} (the rest of the capacities are larger or infinite).

This implies that the flow through vertex T1 by any other valid

paths is no larger than the capacity of edge {T1, A}. So, it is

unnecessary to search additional paths to other machines. The

algorithm neglects the red vertices in Figure 5(b) and only

arranges container T1 to machine N1.

B. Maximum Flow Algorithm

So far, we have described how to construct a flow network,

why Aladdin can meet the above complex constraints, and

what techniques can be used to reduce the searching space.

We implemented an optimized maximum flow algorithm for

Aladdin.

As shown in Algorithm 1, the maximum flow algorithm

takes a directed flow network G = (V,E) as input (see Lines

1-5). We use weighted flows to meet priority constraints, and

define a non-linear function named blacklist(
∑

i∈E Ni) to

express anti-affinity constraints (see Lines 6-10). Moreover,

we implemented two techniques to guarantee acceptable place-

ment latency and a few constraint violations (see Lines 11-32).

C. Implementation

We present a co-design architecture that can integrate Al-

addin to Kubernetes 1.11 [23]. The github source code link

is in [24]. As shown in Figure 6, the left is a Kuberentes

abstraction and the right is the Aladdin implementation, and

we can deploy them both to verify scheduling effectiveness.

The architecture consists of three key components: one events

handling center (EHC), one model adaptor (MA) and two

resolvers (RE).

Fig. 6: Aladdin’s implementation

EHC receives all kinds of changes in the LLAs’ life-

cycles and resources. Then, it forwards pre-processed events to

MA. HA decouples Kubernetes objects from their scheduling

Algorithm 1 Optimized maximum flow algorithm

Input:
Anti-affinity constraints p
Priority for Container i: wTi

Deployed container set for Machine j: dNj

Output:
The flow represents relationship between container and

machine

1: init s = startVertex

2: init e = endVertex

3: init defCapacity = INFINITE

4: init graph = create (s, e, defCapacity)

5: init flow f to 0

6: while getShortestPath() is Not NULL do
7: p = getShortestPath()

8: augment wTi
f along p

9: update balcklist(
∑

i∈E Ni) based on p, dNj

10: end while
11: Function getShortestPath

12: init minDist = INFINITY

13: for each vertex v in graph do
14: int dist(s, v) = INFINITY // from source to infinity

15: end for
16: init Q = graph.getAllVertices()

17: while Q �= φ do
18: Vertex current = Q.dequeue()

19: for vertex next ∈ neigbors(current) do
20: if dist(s, next) < dist(s,current) + dist(current,next)

AND vertex /∈ balcklist(
∑

i∈E Ni) then
21: minDist = dist (s, next)

22: end if
23: if current.isIsomorphismlimiting() then
24: Break
25: end if
26: end for
27: if current.isDepthLimiting() then
28: Break
29: end if
30: end while
31: return path
32: END Function

implementation by delegating the watching and binding APIs

[23]. RE integrates Aladdin to map containers to resources.

D. Discussion

Modern clusters are used for both long- and short- lived

applications. Short-lived applications are latency-sensitive and

have been studied by many researchers. Aladdin also uses

a traditional task-based scheduler for short-lived containers.

Moreover, Aladdin can express complex constraints for LLAs.

But unlike classical maximum flow algorithms, a container

with 4CPUs cannot be broken down into two or more smaller

containers deployed respectively. We assume such impartible
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flows could affect the algorithm’s robustness, though our

algorithm is working well in Alibaba traces.

Time Complexity. The algorithm in Aladdin is similar to

typical flow-based algorithms [21] like SPFA or Bellman-Ford.

The worst time complexity is O(V E2c) and the average is

O(V Ec), where V denotes the number of vertices, E is the

number of edges and c represents the dimension counts of

each edge. Adding additional constraints such as memory or

heterogeneous resources leads to increased c. However, the

effect of c on time complexity is linear and much smaller

than E, so it has a limited impact on algorithm performance.

The cost of migration and preemption. Figure 7 demon-

strates how preemptions and migrations can affect time com-

plexity with heterogeneous resources. Tasks S0, S1, S2, S3 in

Figure 7(a) have two-dimensional resource requirements. As

shown in Figure 7(b), Aladdin first schedules them sequential-

ly without preemption, and receives notification of the failure

of deploying task S3. Then Aladdin migrates tasks S0, S1,

S2 to the other machine in Figure 7(c). Rescheduling incurs

a cost and it would double the scheduling time. But the cost

is bound to the worst complexity O(V E2c).

(a) Container requirements

(b) Aladdin scheduling without preemptions and migrations

(c) Aladdin rescheduling to support preemptions and migrations

Fig. 7: An example of how preemptions and migrations affect

Aladdin’s time complexity

V. EVALUATION

We now evaluate how well Aladdin meets its goals under

the LLAs workload:

1) How does Aladdin’s placement quality compared with

state-of-the-art cluster schedulers?

2) Can Aladdin improve resource efficiency compared with

other schedulers?

3) How does Aladdin’s placement latency (algorithm over-

head), and is it acceptable?

A. Methodology

Workload. We replay a production workload trace from a

10,000-machine Alibaba cluster. These machines are homoge-

neous with 32 CPU and 64GB memory. As shown in Figure

8(a), it includes about 100,000 tasks belonging to 13,056

LLAs, and nearly 64% of LLAs only have a single instance

(container). Moreover, we find that 85% of LLAs have less

than 50 containers and a few LLAs are composed of more

than 2,000 containers.

Figure 8(b) shows that approximately 70% and 15% of

LLAs have anti-affinity and priority constraints, respectively.

In addition, we found that several LLAs cannot be co-located

with at least other 5,000 containers due to anti-affinity con-

straints, and these applications usually have higher priorities

and larger resource requirements. These features would lead to

undeployed containers or container migrations in the following

experiments for different schedulers. The maximum resource

requirements for the LLAs are 16 CPUs and 32GB RAM.

0 1000 2000
0

5000

10000

15000

C
D
F

Container numbers per application

Trace data from
Alibaba cluster

(a) CDF of container numbers per application

13056

9400

2088
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2000

4000

6000

8000

10000

12000

14000

N
um
be
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Total applications
Applications with anti-affinity
Applications with priority

(b) The number of constraints

Fig. 8: Workload features

Simulation. We run Aladdin’s codes and scheduling log-

ic on a machine with Intel(R) Xeon(R) CPU E5-2682 v4

CPU(2.50GHz), 32 GB RAM, and 1TB SSD disk, merely

stubbing out RPCs and task execution. However, there are

three important limitations to be noted. (i) the Alibaba trace
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contains multi-dimensional resource requests for each task,

but we only consider CPU in order to compare Aladdin with

Firmament fairly. (ii) there are eight scheduling policies in

the Firmament [9] code base currently, and we select the three

most used policies. (iii) we implement Go-Kube with a similar

node scoring algorithm in Kubernetes 1.11. Table I shows all

the state-of-the-art schedulers used in our experiments.

TABLE I: The state-of-the-art schedulers used in our experi-

ments

Name Description

Firmament-TRIVIAL
Containers always scheduled
if resources are idle.

Firmament-QUINCY
Original Quincy cost model,
lower cost priority.

Firmament- OCTOPUS
Simple load balancing based
on container counts.

Medea
Balance resource efficiency
and constraint violations.

Go-Kube
Scoring machines and choose
the best one.

B. Placement quality

Metrics. We count the number of undeployed containers

after scheduling all LLAs to a 10,000-machine cluster, and

the lower number indicates the better the placement quality.

Environments. As described above, Firmament uses a

multi-round scheduling and a timeout mechanism for LLAs.

It may choose a non-optimized container to reschedule when

it detects any constraint conflicts. However, the selected one

sometimes may not be deployed to other machines to avoid

constraint violations. In this scenario, the solution is to choose

another container on the same machine to reschedule once

again. Here, we use reschd(i) to express the maximum

number of rescheduling containers on the same machine if we

encounter constraint conflicts, and we consider the case where

i is 1, 2, 4, 8, respectively. Medea [6] uses an integer linear

program (ILP) approach to place as many LLAs as possible.

It minimizes constraint violations and avoids resource frag-

mentation using three weights. Each weight is normalized to

a value ranging from 0 to 1. Here, we use weights(a, b, c) to

express this and consider the case where (a, b, c) is (1, 1, 1),
(1, 1, 0.5),(1, 1, 0), (1, 0.5, 0), respectively. In Aladdin, we set

the priority wn to 16, 32, 64, 128 according to Equation 4

(the maximum resource requirement for one application is 16

CPUs).

For Go-Kube/Kubernetes, 21.2% of the containers in Fig-

ures 9(a) to 9(d) cannot be deployed although it supports

anti-affinity and priority constraints. One of the main reasons

is that Go-Kube supports them separately, which means it

cannot reach global optimization when accounting for both

constraints. Moreover, similar conclusions have been drawn

from Medea.

For Firmament-TRIVIAL, the number of undeployed con-

tainers ranges from 4.3% to 34.7%, as shown in Figures 9(a)

to 9(d). The goal of Firmament-TRIVIAL is to minimize

the number of used machines, so it always tries to deploy

a container to the most packed machines. It probably ignores

anti-affinity and priority in the first round. Then, Firmament-

TRIVIAL detects constraint conflicts and uses simple policies

to choose a container to reschedule. Unfortunately, conflicts

may occur again because the container selecting policy be-

cause it is difficult for the container selecting policy to achieve

global objectives.
Firmament-OCTOPUS deploys a container to those ma-

chines with the least number of containers. Although the

number of undeployed containers is less than 10.7%, as shown

in Figures 9(a) to 9(d). However, Firmament-OCTOPUS still

suffers from constraint violations.
Firmament-QUINCY was originally designed without sup-

port for anti-affinity, but it can be enhanced by the multi-

round scheduling mechanism. As shown in Figures 9(a) to

9(d), Firmament-QUINCY ’s number of undeployed contain-

ers varies between 3.5% and 25.1%. It may encounter a

large amount of constraint violations set with the non-optimal

parameter i.
Medea is designed to maximize the number of deployed

containers and minimize violated constraints by weights. As

shown in Figures 9(a) to 9(d), if we set the weight (the third

parameter) to 0, Medea cannot tolerate violated constraints,

then the number of undeployed containers is reduced to 5.2%.

Otherwise, it would increase to 12.9%.
Aladdin outperforms the other schedulers on all tests as

it can deploy all containers to machines without constraint

violations. We can easily calculate the parameter to express

constraints and priorities, while other schedulers need to

identify the optimized parameters empirically.
Finally, Figure 9(e) shows that for all schedulers except

Aladdin, anti-affinity violations are inevitable and the ratio

of anti-affinity constraint violations is 65% at least.

C. Resource efficiency
Metrics. We count the machines used for 100,000 contain-

ers, denoted num(sched name). Then, the cluster efficiency

can be calculated by Equation 10.

efficiencyi =
num(i)

min{num(i), num(j), ...} − 1 (10)

Here, min{num(i), num(j), · · · } denotes the minimal

number of machines used for different schedulers.
Environments. We take Go-Kube, Medea(1,1,0),

Firmament-QUINCY(8) and Aladdin(16) for a comparison.

Related parameters are set optimally according to our

previous tests. Here we consider four characteristic situations

for arriving containers: (i) containers with high-priorities first,

(ii) containers with low-priorities first, (iii) containers with a

large number of anti-affinity constraints first, (iv) containers

with a small number of anti-affinity constraints first.
As shown in Figure 10, Aladdin outperforms the other

schedulers on all tests. It only needs 9,242 machines, while

Firmament-QUINCY and Medea needs more than 10,200

machines. Go-Kube needs 14,211 machines in the worst-case

scenario, which is 1.54 times more than Aladdin.
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Moreover, we find that the algorithms of Firmament-

QUINCY and Aladdin are robust. Both of them use flow

networks with proof-of-concept solving algorithms. Medea

integrates the ILP algorithm, which is essentially an approxi-

mation algorithm. Its results are relatively steady for all tests

according to Equation 10. Since the queuing model depends

on the arrival order of containers, Go-Kube gives wide-ranging

results on different tests.

In fact, Aladdin benefits from a multidimensional and

nonlinear capacity function, hence it avoids constraint viola-

tions by using the robust maximum flow algorithm. Although

Firmament-QUINCY also has the same model, it employs low-

efficient multi-round scheduling mechanism to support anti-

affinity.

Figure 11 also reflects the similar experiment results from

a different perspective. The vertical axis represents the range

of resource efficiency for all used machines. For example,

resource efficiency ranging from 20% to 70% means at least

at least one of used machines resource efficiency is 20%, and

one of them is 70%. It is clear to see the robustness of the

algorithm in Aladdin.

D. Placement latency

Metrics. Placement latency is the time period between

the submission of all LLAs and the completion of place-

ments. It also indicates the algorithm overhead. To make a

fair comparison with state-of-the-art schedulers, we calculate

the placement latency per container (aka average placement

latency) using Equation 11.

latency =
time(i)

total containers
(11)

Here, latency means the average placement latency of

100,000 containers with the specific scheduler i.
Environments. As described in Section IV, there are two

ways to reduce the placement latency: isomorphism limiting

(IL) and depth limiting (DL). Three policies are used in this

test: the Aladdin policy refers to the maximum flow algorithm

without any optimizations, the Aladdin + IL policy uses

the maximum flow algorithm with IL optimization, and the

Aladdin + IL + DL policy represents the maximum flow

algorithm with both optimizations.

As shown in Figure 12, Firmament-QUINCY’s latency is

only about 50ms and outperforms the others, no matter how

the cluster size changes. We also observe a similar trend for

latency for the three Aladdin policies, whereas hundreds of

milliseconds can be acceptable in the production environment.

In contrast, the latency of Go-Kube and Medea exceeds

one second with an increase in cluster scale. Diverse time

complexity causes these latency differences: the former is an

O(n) algorithm and the latter is exponential. Furthermore,

latency can be reduced by 50% if we use Aladdin+IL+DL
instead of the Aladdin policy.

Using the Aladdin+IL+DL policy, we then measure the

algorithm’s overhead for four different arrival characteristics

for containers, as demonstrated in Figure 13: (i) containers

with high priority first (aka CHP), (ii) containers with low

priority first (aka CLP), (iii) containers with a large number

of anti-affinity constraints first (aka CLA), (iv) containers with

a small number of anti-affinity constraints first (aka CSA).
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Fig. 13: Algorithm overhead

As shown in Figure 13(a), the algorithm runtime under

the four situations increases linearly when deploying the

containers, and it needs about 15 minutes to complete the

placement decision of 100,000 containers in the worst case

(CSA). In practice, this is acceptable in the Alibaba trace.

Moreover, we can see that Aladdin can reduce the latency

by 30% in the best case (CLA). The overhead of different

algorithms for the same LLAs size depends on the cost of

migrations and preemptions.

Figure 13(b) shows the migration of CSA is nearly 1,700,

which means only 1.7% of the total containers need to be

migrated. The main reasons are: (i) the average resource

utilization for the used machines is less than 50%, which can

alleviate preemption costs, and minimize migrations; (ii) LLAs

with higher priorities always have more instances and larger

resource requirements. CHP and CSA policies can effectively

reduce resource fragments, as described in Section IV.D.

VI. RELATED WORK

DAG-oriented Schedulers. YARN [25] and Mesos [11]

were originally designed for task-based DAG jobs to increase

resource efficiency. Sparrow [10], Mercury [4], Apollo [26]

and 3Sigma [27] employs distributed or hybrid architectures

to provide the high cluster efficiency and reduce placement

latency. Carbyne [28] extends Mesos to keep fairness while

shortening the job completion time (JCT). It employs DRF

[29] or HUG [30] with a delay scheduling mechanism [31]

to schedule DAG tasks. HaaS [32] employs sub-graphs to

represent the topology of both clusters and DAG tasks. It also

supports GPUs and FPGAs. Quincy [20] and Firmament [9]

balance data-locality, placement latency and cluster efficiency.

Unlike Aladdin, these DAG-oriented schedulers achieve op-

timized global objectives such as placement latency or JCT

but they find it difficult to adjust LLAs (e.g., Aurora [33],

Marathon [34]) due to complex constraints.

In recent years, data-driven scheduling models have been

proposed to achieve higher cluster efficiency in the production

environment. Microsoft [35], Alibaba [36], and Google [37]

have already make their cluster traces open source. Several

research efforts [38–40] have focused on tasks with complex

dependency structures and heterogeneous resource demands.

They focus on long-running DAG tasks with tough-to-pack

resource demands and compute a DAG schedule offline, while

Aladdin is an online scheduling system.

LLA-aware schedulers. Google’s Borg [5] and its open-

source version Kubernetes [23] manage both LLAs and short

jobs in queuing models. They integrate many virtualization

technologies (e.g., GCE, LXC, Docker) naturally. Borg only

considers affinity constraints between tasks and machines,

while Kubernetes provides more. Besides, many efforts of VM

placements [41, 42] are mainly on SLAs to support elementary

constraints. Although they support many constraints, neither is

able to achieve optimal global objectives in the long run. Our

experiments have similar results.

Apart from queue-based scheduling’s locality, ILP-based

scheduling is a natural choice to achieve optimal global

objectives. FlowTime [43] concentrates on meeting deadlines

for both individual jobs and LLAs. It uses ILP to minimize

the turnaround time of ad-hoc jobs, which makes scheduling

more balanced in mixed clusters. TetriSched [15] takes both

placements and deadlines as constraints, but the latency could

be intolerable when workload is high. Medea’s [6] inputs

are the LLAs with placement constraints. Medea can achieve

optimal scheduling results within acceptable latency when its
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weighted values are properly set. ILP-based schedulers need

to prove the availability of arithmetical values, otherwise they

can face constraints violation or an increase in latency again.

In this paper, Aladdin’s non-linear function makes it much

easier than ILP-based methods to express constraints within

graceful latency degradation.

In conclusion, both LLAs and task-based DAG jobs have

common characteristics, which makes it possible to design

schedulers which consider elementary constraints. For exam-

ple, many research efforts on VM placements mainly focus

on SLAs [35, 41, 42, 44]. Some schedulers, like SLAQ [45]

and Optimus [39], build a relationship between the resource

provision and the convergence rate of machine learning appli-

cations.

VII. CONCLUSION

In this paper, we presented Aladdin, a scheduler for effi-

ciently scheduling long-lived applications (LLAs) with con-

tainers. Aladdin is the first system that fully supports anti-

affinity and priority constraints both within and across LLAs,

which is crucial for the performance of LLAs. It designs a

multidimensional and nonlinear capacity function based on

flow network model. Experiments with an Alibaba workload

trace from a 10,000-machine cluster show that Aladdin can

effectively reduce constraint violations. We will extend the

flow-based model to support heterogeneous workloads in the

near future.
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